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AutoCAD inspired level-set algorithm for 3D simulation of
industrial fire and explosion

Hyun-jun Kim, Jack J. Yoh
Department of Mechanical and Aerospace EngineeSagul National University
Seoul, Korea 151-742

1 Introduction

In a conventional method of defining an interfaée the level set, an analytic function is requited
initialize the material boundary [1]. It is oftemetcase that a realistic material interface is neweular or
rectangular, rather it is complex and three-din@madi in its shape. Thus defining and initializingcls
material interface as a zero level-set has beeea ghallenge for multi-material hydrodynamic slation.

In this paper, we present a novel interface intilon algorithm for defining a zero level-set for
constructing any complex 3D geometry that utilid@d. (Stereolithography) file format [2]. The algbm
is tested in the deflagration spreading probleno@ated with a complicated plant facility. The dask

explosion by leakage of hydrocarbons is simulated process of catastrophic failure of gas storagee
industrial fires.

2 Numerical consideration

2.1 Interfacial algorithm based on the level-sgbgthm
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The embedded interfadein 3D computation domain is defined as the zerellset of the signed distance
function,¢. The evolution equation [1] for the level set ftioo (1) is given by

00 -~
—Z+V.0p=0
ot @ (1)

where the velocity field/ is usually given by the external flow. Here, wplage functiong with a new
signed distance function developed on the basthefSTL file format rather than the commonly known
spherical or cylinder equations. The STL format banextracted as ASCII or Binary in various CAD
programs, and we accessed this algorithm basedS@ll4ormat. Basically, the STL format divides any
modeled shape into triangles, providing the pasitoordinates for the three vertices of each ti@aagd
the normal vector outward looking at the triangkesnethod of determining interfaces with an intétes
the STL file format has been reported in [3]. Hoaewve have independently utilized the classifarati
method of Gram-Schmidt Orthogonalization to coristthe triangles on the plane and defining thelleve
value at the grid point in 3D space within the teli triangular column.

Pz,n
Ny

P2,

P1, -

Pl,n Pz,n Pl,n U1n P3,n

Figure 1. Left: Features of STL format includingmeal vector information and location of the vertéa triangle;
Center: the vectors, ,,, v, ,, V3, created by Gram-Schmidt Orthogonalization proeéds U, ,,, U, ,,, Us ,vectors;
Right: A triangular column formed by three planesgendicular to the plane including the triangl@hspace

Heren is the total number of triangles in geometry ddddy STL format. We specify the vertices and the
surface outward normal vectors of the triangl®gag, P, ,, P3, andN,, inorder as shown in Fig. 1 (left),
and create temporary vectdfs ,, U, ,,, U3, as shown in Fig. 1 (center).

U, .0 U, U U, U
2n—1n o 3,n2n [UJ 1n—3n

) in, V2-“2U3’“_(U2nm12n) 2n 1V3:”:U11“_(U3nﬂ113n)[u3“ (2)

Herev, ,, v, V3, are temporary vectors that are perpendicularc¢h sale of the STL triangle generated
by Gram-Schmidt orthogonalization using Eq. (2)wWNglanes created by vectows ,,, v, ,,v3, and
verticesP ,,, P, 5, P53, surrounding one triangle on the surface of a gégnbecome a triangular column,
as shown in Fig. 1 (right).

The signed distance function reconstructed fron®ffie triangular surface replaciqgin Eq. (1) is defined
by
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Nn,x Dc-:'k,x + Nn,y Dc-:'k,y + Nn,x +Gk,z + d

%(G,) =

\/Nﬁ,x +NZ +N2,
Whered = _Nn,x * Fin,x - Nn,y* Pln y Nn z* Pln z ©)
%(G)=min(@ G,) @)

whereG, is the grid point of the computation domain, ahdis the normal vector of the STL triangléhe
Eq. (3) is a signed distance function and the degtacan be obtained simultaneously with the creaifa
plane usingV,, with one of the verte®,,, ,, wheremrepresents one of the vertex of the triangle. Eiafig
with respect to the normal vector of a plane, if grid point G, is above the normal direction of the surface,
the result value ofEq. (3) has a positive sign and if it is in the ogife direction, it has a negative sign.
This is because the absolute value symbol fronethmtion that calculates the distance betweendim p
and the plane is removed. Through Eg. (3), it ssfie to judge whether the grid point is insidewotside
the geometry to be calculated in the level-setrtiepke. As shown in Fig. 2 (left), the distance frome
triangular surface, limited by triangular columisthe grid point is automatically identified. Sinthere
may be several surfaces around the grid pointletal-set value is specified using Eq. (4) to abtiie
shortest distance.

Triangular

colunm grid point Gp(Gy x, Giy: G z) grid point
g7id point Gy(Gyx, Gry, Grez) Gy (G Giyr Giez) Nom
»
Ny (Nnx, Ny, Niz = . =
(b ) Positive 9,
Surface
Pin(Pinsx Piny Pinz)
Negative @, N, N
L triangular
grid point Gy (Gr,x, Gyy» Gi,2) column boundary
Py Prpand Py Surface

Figure 2. Left: the concept of a distance formatietween a grid point and a plane viewed from a;sinter: a
case where the grid point is not included in amngular column of 3D; Right: exceptional caseexfton view

The reason for the distance to be obtained witkethienited triangular columns is that geometry @dnn
be constructed in the form of Eq. (4) in compleges such as bending tube, pipe and torus strgoitie
holes. Because if a plane is constructed withaaitithited triangular column, it becomes an infirjlane.
In this case, the infinite plane passes throughctmgigured geometry and disables the geometrif,itse
the shortest distance and sign of each grid paimthot be assigned accurately. Therefore, limitiegSTL
triangles in infinite planes is a key concept BAD-inspired level-set algorithm.

But there are still exceptional circumstanceshindase of a bended geometry as shown in Fig.n2efge
the grid point G is located outside each restricted triangular mollboundary, so no proper level is
assigned. Therefore, a second distance functiosdd to find the shortest distance between the adde
the grid point G, that meets each triangle. The equation is defased

(R =P X (P, =G| [(Pay = Pu) *(Ps, =G| 5)
[Pen =P [Pon = P

2(G,) =
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Here,f;n((;k) is an equation for obtaining only distance. Eq. f6inmarizes how to find the distance

between the line and the point where the n-th gfmand the m-th triangle are two points in spdsethe
characteristics of the STL, the neighboring trimsgshare two vertices. So it is possible to caleutlae
distance by choosing one of the above two expnassibhe method of assigning sign to Eq. (6) can be
defined as,

(G
@ (6)

In Eq. (6), one of the three vertices of the STlyrba used, so that it is represented by an exmressi
one point. The grid poir&, is made into a vector using one of the verticehetriangle. Since the normal
direction of the surface always faces outward, @idy is left in the result of dot product of twectors.
So, for a grid poinG, not included in a triangular column like Fig. 2gRt), we can define a second signed
distance function using Eq. (5) and (6) as

or (G = PN,
|G PN,

-R,)N
Sign= 1,n) n
—Ra)eN,

n

#(G,) =minsigng G,) @)

As in Eq. (4),9nce there may be several surfaces around thepgiiat, the shortest signed distance is
obtained by using Eq. (7). Once this whole progegerformed for all triangles in the STL file iarn, all
grid points are given a level value for 3D geometry

3 Results

3.1 3D- reconstruction and deflagration spreading

We refer to the experimental setting [4] for modglthe 3D-reconstruction. Figure 3 (Left) is theule of
importing Autocad file directly into a 3D level-seiconstruction. The size of the corresponding faoiity
is 2m x 8m x 2.5m that includes 8 large and snaalk$ with support joints and metal frames.

Figure 3. Left: 3D-reconstruction free view; Centeuel tank showing internal space (in green dem) viewed
with XZ-plane; Right: Crack formed at tank surfdoered line) viewed in Y-plane

Based on the newly developed algorithm, a zeroldesevalue is set such that the dinstinction betwe
inside and outside is naturally considered. As shawFig. 3 (Center), the wall thickness of a task
modeled as 50 mm. The figure on the right showsekcof 10 mm in width that is not visible on theter
wall of the tank. The ethylene-air flame in stoarhietic condition leaks and spreads from a crackioge
and is wached to grow into a large fire.
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Figure 4.Isosurface contour for flame propagation shaperaaog to each time. First and third row: free view;
Second and forth row: section view with XZ-plane

Figure 4 shows the spreading over the entire fgali each time delay. At t = 0.12 ms, it was conéd
that the flame developed inside the tank startdatéak through the crack. Thereafter, it can ba seat
deflagration spreads to the entire structure.

3.2 Wall deformation by deflagration spreading
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— _—_—
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Figure 5. Top: the structure cutting view with Yapk. Bottom: Crack width changes with time step

The crack on the wall of the tank was observechaws in Fig. 5 (Top). The width of the initial ctawas
10 mm, and it reached up to 80 mm as the reactiogressed. Over time, it was also confirmed that
deflagration increases the pressure and deformsothenns of the structure in the plant facility.

As a result, the Eulerian based hydrodynamic ce@gjuipped with a CAD-inspired level-set approdett t
is reliable for simulating any complex geometry.rigas fuels will be tested at wide variety of re#nt
scenarios in the future.
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